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ABSTRACT
Modeling 3D assets is universal in various applications, includ-
ing animation and game development. However, a key challenge
lies in the labor-intensive task of 3D texturing, where creators
must repeatedly update textures to align with modified geomet-
ric shapes on the fly. This iterative workflow makes 3D texturing
significantly more cumbersome and less efficient than 2D image
painting. To address this, we introduce BlendFusion, an interactive
framework that leverages generative diffusion models to streamline
3D texturing. Unlike existing systems that generate textures from
scratch, BlendFusion integrates the procedural nature of texturing
by incorporating multi-view projection to guide the generation
process, enhancing stylistic alignment with the creator’s intent.
Experimental results demonstrate the robustness and consistency
of BlendFusion across both objective and subjective evaluations.
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1 INTRODUCTION
Texturing is a creative, yet labor-intensive task in creating 3D assets.
This process requires navigating complex software like Blender and
mastering specialized skills, such as mentally mapping 2D screen
interactions onto 3D objects [3]. One of the most challenging tasks
in 3D texturing is designing texture [6], a task which demands
spatial ability to iteratively align 2D textures and 3D geometries
with UV-mapping [2], resulting in prolonged design cycles [8].

To improve 3D texturing efficiency, various 3D interfaces have
been proposed, such as sketching in VR [1]. More recently, text-to-
3D generative AI has created a new paradigm [7]. However, both
methods face tradeoffs in full automation vs. fine-grained control.

We present BlendFusion, a generative-AI-assisted interface for
rapid 3D asset texturing and editing. BlendFusion simplifies the
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(a) initial status (b) manual after 20 min (c) ours 2 min inference

Figure 1: (a) shows the overall and zoomed-in 3D scene for
re-texturing. (b) shows the modeled texture after 20 minutes
by a professional designer, and (c) shows the results using our
framework with an inference time of 2 minutes with prompt
“a child drawing style of a cabinet in a cartoony kitchen”.
Model credit to SketchFab user MiwhyMiwh.

time-consuming process of run-time texture editing, allowing for
seamless adjustments to frequent geometric edits. Our GenAI-
assisted interface frees creators from the tedious manual texturing.

We adopt 3D-geometry-conditioned 2D image generation, via
geometric measurements in 2D space with depth and color pro-
jections. The 2D-projected information then controls the text-to-
texture generation in 2D space. Our experiments show improved
3D texturing efficiency and visual quality.

2 METHOD
As in Figure 2, users first select camera views, and the inputs to the
generative diffusion model are rendered. View-dependent textures
are then generated and projected onto the 3D model. With our
pipeline, modelers may only manually select viewpoints or fully
automatically generate with Text2tex [4].

Selection of camera views. To leverage 2D generative models in
3D texturing, we tackle the dimensional gap by generating view-
dependent textures. BlendFusion allows users to automatically or
manually select camera views. We leverage the framework of Chen
et al. [4] for automatic camera sampling, and modelers can also
manually select the views to control the covered regions.

Deferred shading to generate view-dependent guidance. We pro-
posed several inputs to achieve geometry-aware and view-consistent
texture generation: a depth map as view-dependent geometry, a 2D
mask, and the initial color map. The depth map controls the gener-
ated image’s geometry. The mask specifies generated regions of the
texture image, and the color map serves as the visual guidance. All
inputs are rendered through Blender’s EEVEE rendering engine.
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Task: Turn a given wrecked car model into a repaired open-top pickup truck.

Figure 2: With the 3D assets’ multi-view color and depth
maps, BlendFusion leverages a controllable diffusion model
[10] to generate the texture that aligns with 3D geometry
and users’ prompts. The workflow may be procedurally per-
formed with users-in-the-loop. Model credit to SketchFab
user Arthur_mf.

Texture generation and projection. We use pre-trained text-to-
image Stable Diffusion [9] controlled by ControlNet [10] for text-
hint geometry-guided image inpainting. Specifically, we inject
depth map and text as the conditions and use the user-specified
booleanmask for seamless generation. Finally, we utilize the Blender
UV Camera Project modifier to project the generated texture onto
the 3D model. This method UV-unwraps the vertices for the camera
view and applies the image to this UV map.

3 EVALUATION
We compare BlendFusion’s interface with existing texturing frame-
works from two aspects: visual quality (compared with manual
way) and multi-view consistency (compared with DreamTexture1).

3.1 Visual Quality
We recruited 12 participants (8 male and 4 female, 22-30 years
old) for 9 random-shuffled trials. During the study, the partici-
pants remained seated, viewed the images, and indicated their de-
cision with the task detailed below. We ran a seven-point Likert
scale study to measure users’ visual preference for BlendFusion-
made models. In addition, we investigate whether users can dis-
tinguish BlendFusion-made and expert-made models. During each
trial, users were presented with three different models. The first was
the ready-to-texture model, the second was the reference model,
which is pegged at a rating of 4, and the third was the target model
for users to rate. In addition, we randomly select MANUAL or
OURS as reference and ask users to choose whether the reference
model was made by AI (our pipeline). To calibrate MANUAL to 4,
we add (4 -MANUAL’S rating) to OURS andMANUAL.

1https://github.com/carson-katri/dream-textures

Results. The user ratings, grouped by geometry-type, are in Fig-
ure 3. The average rating of OURS is 4.1 and the paired t-test has a
𝑝 << .01 with an alternative hypothesis of "the ratings of OURS
are greater than MANUAL ". Users only achieve a near-random
guess of 54.63% in discriminating AI-made textures. It shows that
our UI bridges the gap between novices and experts in texturing.
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Figure 3: User study results and statistics. Black line is at
rating 4 (reference rating), and green line is mean of user
ratings. 𝑥−axis on Likert scale, and 𝑦−axis is # responses.

3.2 Multi-view Consistency
To validate the multi-view consistency, we compare OURS with ex-
isting GenAI-assisted UI: DreamTexture. We partially untextured
8 existing models, re-textured with BlendFusion and DreamTex-
ture, and measured the consistency between the generated and
original textures. For each object, we render two images from two
randomly selected views for OURS and DreamTexture, and we
calculate their DreamSim [5] similarities, which reflects perceptual
similarity, with the rendering from the original texture.

We got the DreamSim score for OURS with 0.176±0.039 and for
DreamTexturewith 0.205±0.043 (a lower score means more visual
similarity in DreamSim). We conclude that the texture created by
BlendFusion is more consistent with the original texture.
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