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ABSTRACT
There has recently been an explosion of interest in creating large-
scale shared virtual spaces for multiplayer content. However, ren-
dering player-controllable avatars in real-time creates latency issues
when scaling to thousands of players. We introduce a human audi-
ence video dataset to support applications in deep learning-based
2D video audience simulation, bypassing the need for background
3D virtual humans. This dataset consists of YouTube videos that
depict audiences with diverse lighting conditions, color, dress, and
movement patterns. We describe the dataset statistics, our implicit
data collection strategy, and audience video extraction pipeline. We
apply deep learning tasks on this data based on video prediction
techniques, and propose a novel method for 2D audience simula-
tions.
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1 INTRODUCTION
While there have been several crowd video datasets [Grant and
Flynn 2017; Waqar et al. 2022] for crowd analysis (counting and
tracking) applications, there are no available large scale audience
video datasets. While Durupınar et al. [2016] address audiences,
they are not elaborated by type as in our work, but rather by psycho-
logical parameters. We observed that audiences exhibited distinct
behavioral patterns that were unlike moving crowds, nor were they
completely random. Accordingly, we hypothesized that we might
be able to automatically differentiate audience types to identify their
context, without overtly observing that context itself. Moreover,
audience behavior over time is critically important to these distinc-
tions. There has been much recent interest in massive multiplayer
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Figure 1: Example frames from our audience dataset from
the "rock-concert" class. Frames contain a diverse range of
audience and scene color, human and camera motion, audi-
ence size, and resolution. Images credits to YouTube creator
raff809.

"Metaverse" events, which are currently unable to host thousands of
simultaneous virtual attendees due to prohibitive rendering costs or
network bandwidth requirements. For example, in hosting virtual
events, Roblox divides live participants into manageable shards of
50-100 individual avatars, but would like to scale that number up
into thousands [Morgan McGuire 2022]. Scalable methods to render
realistic background audiences are therefore an important step in
increasing the scope and immersion of these events.

Motivated by the inability of current systems to host thousands
of simultaneous virtual attendees due to prohibitive rendering costs
or network bandwidth requirements, we began to collect audience
video data aimed toward conducting experiments for audience
analysis and synthesis. We design a data collection pipeline for
automatic extraction of audience videos, described in detail in Sec-
tion 2. To demonstrate an application of this dataset, we propose a
novel audience simulation method based on the video prediction
literature, in which we train a video prediction generative model
conditioned on 4 input frames to generate 10 frame predictions.
This procedure is described in Section 4.

2 COLLECTING AN AUDIENCE DATASET
FROMWEB VIDEOS

Our first goal is to collect a rich set of audience videos extracted
from YouTube showing a diverse range of scenes and contexts. To
achieve this, we implemented a data collection pipeline with three
main steps. We describe steps (1)-(3) in more detail below. For a
more extensive set of examples of videos in our dataset across all
classes, please see our supplementary video.

2.1 Implicit Query for Raw Video Collection
Our data collection pipeline query strategy is influenced by Fouhey
et al. [2017], which describes an implicit data collection strategy
when querying online videos, whereby we search for "tennis match"
or "concert" in which there almost certainly is some clip within
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Figure 2: We display statistics of our human audience video
dataset. Audience video label (left) and length in number of
video frames (right) frequency are displayed as bar chart and
histogram, respectively.

the video that pans to the audience. We extract these raw videos
for further processing. Utilizing an explicit data collection strategy,
using phrases such as "football audiences", leads to sparse and
biased queries.

2.2 Audience Clip Extraction
After collecting this diverse set of raw videos, we extract clips
containing audiences within them. We do this by running a crowd
counting deep model, M-SegNet [Thanasutives et al. 2021], on our
raw video dataset. We then ensure that the frame 𝐹𝐹𝐹 contains an
audience by computing the proportion of pixels with density above
0 density. We then accept a frame if this proportion is above 𝛿 , an
empirical parameter. This is described by an inequality that sums
the indicator variable representing the densityDDD of a pixel at image
location (𝑥,𝑦) being greater than 0, divided by the number of pixels,
𝑤 ·ℎ, in the frame. The frame must also contain a number of people,
𝑁 , greater than 60, another parameter we determined empirically:
1

𝑤 ·ℎ
∑

(𝑥,𝑦) ∈𝐹𝐹𝐹 1{𝐷𝐷𝐷 (𝑥,𝑦) > 0} > 𝛿, 𝑁 > 60.

2.3 Cleaning
We manually remove videos with significant proportion of the
frame containing foreground or non-audience elements, such as
frames focused on the event (i.e., on the tennis court) rather than
the audience. Single frame examples collected after these 3 steps is
shown in Figure 1.

2.4 Dataset Statistics
Our dataset contains 436 clips, 20,237 frames with an average of 46
frames per clip, minimum clip length of 15 frames, and maximum
length of 640 frames. The average frame resolution is 1216x732.
Frequency of each class and video length are displayed in Figure 2.

3 BENCHMARK CLASSIFICATION TASK
We use a 3D ResNet-50 [He et al. 2016] model trained on 4 input
frames to classify each video into one of 10 classes. Our classification
model achieves an accuracy of .75 and ^ = .61. We use Cohen’s ^
due to the class label imbalance in our dataset.

4 AUDIENCE SYNTHESIS METHODOLOGY
We adapt our dataset to a video prediction task for audience be-
havior synthesis. While methods in video prediction have been

traditionally applied in other contexts, we explore its novel appli-
cation to audiences. Rendering massive crowds has been a problem
in graphics for decades, and with the rise of massive multiplayer
environments consisting of individual virtual avatars, the render-
ing costs of simulating thousands of humans with user-controlled
movements becomes prohibitive. As such, our method renders re-
alistic background audience video, conditioned on several input
frames, at a similar speed regardless of audience size. We show
in our supplementary video the result of training a conditional
variational recurrent neural network (VRNN), using the method of
Castrejon et al. [2019], with 4 input frames and 10 future predicted
frames. We train our model on a single audience video scene in
our dataset, containing 645 15-frame clips. We find that sampled
results are plausible predictions of real audience videos, though
high frequency regions are blurry. We hypothesize that it is difficult
for networks to learn prediction results on our dataset due to the
randomness of audience movements on an individual level and due
to the density of humans in the scenes.

5 CONCLUSION AND FUTUREWORK
We presented our audience video dataset, which is the first of its
kind used to categorize and reproduce non-locomotive crowds. We
validate our hypothesis that we can identify scene context from
audiences alone, with results showing that we can train a CNN
on audience videos to retrieve class labels. We finally presented a
novel methodology for conditional audience simulation by adapting
video prediction work by Castrejon et al. [2019] to our dataset.

We expect this method to find application in the creation of back-
ground audiences in Metaverse venues. Populating virtual events
and performance venues would enliven geospatial models and pre-
sumably pique participant interests in exploring what the synthetic
audiences appear to be enjoying. By moving some of the 3D rigged
model animation, rendering, and network computational burdens
of audiences onto animated textures from 2D video synthesis from
deep-learning models we can devote more compute bandwidth to
enhancing the less numerous foreground actors and avatars.
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